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T. C. HU

Career Summary

T. C. Hu received his B.S. in Engineering from the National Taiwan University in 1953, M.S. in
Engineering from the University of Illinois in 1956, and Ph.D. in Applied Mathematics from
Brown University in 1960.  From 1960 to 1966, he was with the IBM Research Center.  Dr. Hu
was appointed Associate Professor in the Dept. of Computer Science at the University of Wiscon-
sin in 1966, and Full Professor in 1968 (also permanent member of the Mathematics Research
Center). In 1974, Dr. Hu was appointed Professor (Step IV) in the Department of Applied Physics
and Information Science at the University of California, San Diego, and was promoted to Profes-
sor (Step VIII) in 1989.  His research contributions can be classified into six areas: (I) Network
Flows and Integer Programming; (II) Combinatorial Algorithms; (III) Math Computing; (IV)
VLSI Physical Design; (V) Operations Research; and (VI) Plasticity.

Unlike many computer scientists who concentrate their efforts on discovering new NP-complete
problems, trying to prove P≠ NP or establishing new theoretical models, Professor Hu’s efforts
have been concentrated on:

(1) inventing new algorithms that can solve well-known problems more efficiently than exist-
ing algorithms;

(2) unifying the central concepts of existing algorithms and extending cost functions; and

(3) discovering efficient algorithms with error bounds for NP-complete problems.

Examples of (1) would include his paper, A6, which introduced a data structure known as the

Gomory-Hu tree that reduce the problem complexity from ( 2
n ) to n-1, and other results summa-

rized below.

A19 The knapsack problem where the items are group elements and the capacity is also a group

element (reduced the complexity from O(2n) to O(n2).

A21 The algorithm for constructing optimum alphabetic binary trees (reduced the complexity

from O(n3) to O(n log n)).

A45 Optimal matrix chain multiplication (from O(n3) to O(n log n)).
A46

A90 The alphabetic binary tree (from O(n log n) to O(n) in almost all inputs).

Typical of (2) include A41 which extends the applicability of Huffman’s tree and the Hu-Tucker
tree to a wide class of cost functions, and A87 which combines the shortest paths and minimum
spanning tree algorithms.
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Results typical of (3) include A47 which presents a linear algorithm which has a max error of
15%.  A63 which solves a NP-complete problem within error bounds by a polynomial algorithm.

One striking feature of Professor Hu’s research is that many of his papers either: (a) is the first
paper on a new concept or problem; or (b) present an algorithm which remains the best for its
problem since its publication 10, 20 or 30 years ago.

Examples of (a) include:

A4 Is the first appear on parallel computation.

A32 Introduces the new concept of an R-separating set.

A50 Is the first paper on obtaining all minimum cuts without max flows.

A63 Formulates a new concept called graph folding which is a generalization of maximum
matching.

A66 Presents a new concept of global convex functions.

A80 Is the first paper on optimal robust paths.

A81 Solves a restricted version of the discrete plateau problem. (The restriction is that the sur-
face has a functional representation, and the surface has a thickness which approaches
zero.  This approach was so new that some mathematicians believed it was wrong to
model a soap bubble with a surface of a non-zero thickness.)

Examples of (b) include:

A6 The Gomory-Hu tree paper remains the most significant paper on multi-terminal flows
since its publication in 1961.

Prof. Hu’s paper A68 on the ancestor’s tree in 1991 (with C. K. Cheng) generalizes the cost func-
tion of A6 to arbitrary cost functions.  Many scientists have tried to improve on the Hu-Tucker
algorithm since it appeared in 1971.  Professor Hu’s paper A90 in 1996 showed almost all inputs
could be solved in linear time.

His first paper on VLSI physical design is A51 which invents an algorithm for reducing the area
of programmable logic array (still the best since 1983). It was followed by a book (co-edited with
E. Kuh) on VLSI circuit layout and a sequence of 20 or 30 papers including eight journal papers
that have appeared in various IEEE Transaction journals.

Prof. Hu was awarded the John von Neuman Professorship by the University of Bonn and the Ful-
bright Senior Scholarship in 1994-95.
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More recently, his paper A89 won the best paper award on circuits and systems (among papers
published during the last three years) by the IEEE.

In recognition of his contributions to physical design, Prof. Hu was invited to give the keynote
address at the First International Symposium on Physical Design in April, 1997.

A word on the order of authors in his papers.  If the paper is of a theoretical nature without any
computer programming, the names are listed alphabetically following the tradition in mathemat-
ics.  If computer programming was necessary, then the student’s names appear first followed by
the professor’s names alphabetically.

Applications in VLSI brought in both NSF and MICRO research grants over the last eight years
(1997-98 grant is for $237,970, see supplements in annual reports).

The following are brief descriptions of his selected papers:

Before 1989

The three best known results are:

(i) A6. “Multi-terminal Network Flows.” J. of SIAM, 1961. It shows that any arbitrary network is
cut-equivalent to a tree, known as theGomory-Hu Tree. Thus we need to do only n-1 maximum

flow computations to find all( n
2 ) maximum flows in a network.  Reported in the books:

Flows in Networks, Ford and Fulkerson, Princeton Univ. Press, 1963.
Geometric Algorithms and Combinatorial Optimization, Grotschel, Lovasz and
Schrijver, Springer-Verlag, 1988.
Network Flows, Ahuja, Magnanti and Orlin, MIT Press, 1993.
Network Optimization, Balakrishnan, Chapmall & Hall, 1995.

(ii) A21. “Optimal Computer Search Trees and Variable-length Alphabetic Code,”J. of SIAM,
1971.  It gives a very novel algorithm for constructing optimum alphabetic binary codes in

O(n log n) time (an improvement over the O(n3) time bound established in 1960), known as the
Hu-Tucker algorithm .  It is still the most efficient algorithm today.  Reported inD.E. Knuth,
Vol. III, 1972.

(iii) A44, A45, A46, A47.  The order of multiplying a sequence of matrices M1 M2 ... Mn is
important; the optimum order is the one which minimizes the total number of multiplications.

This long standing problem has been discussed in many textbooks. It requires O(n3) time to find
the optimum order by the dynamic programming technique. Hu and Shing gave a new algorithm
which requires only O(n log n) time to find the optimum order. They also discovered a linear time
algorithm which has a maximum error of 15% the absolute minimum number of multiplications.
Reported in the books:

Fundamentals of Algorithmics, by Brassard and Bratley, Prentice Hall, 1996.
Introduction to  Algorithms, by Cormen, Leiserson and Rivest, MIT Press, 1990.
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Some lesser known results are:

A4 which is the first paper on parallel computation.  Known as Hu’s algorithm as reported in the
book,Synthesis and Optimization of Digital Circuits, by G. DeMicheli, McGraw Hill, 1994.

A8 which generalizes the Max Flow Min Cut Theorem of Ford and Fulkerson from one commod-
ity to two commodities.

A20 which shows how to solve the group minimization problem in integer programming in O(n2)
time instead of exponential time.

After 1989 (papers not related to VLSI)

A66 “Optimization of Globally Convex Functions.” Almost all classical analysis in optimization
assume that the function is convex, so that a local minimum is also a global minimum. There have
been some generalizations of the notion of convex function over the last 50 years.  But the glo-
bally convex function concept is so broad and yet keeps some of the nice properties of convex
functions, i.e., a local minimum in aδ-neighborhood is a global minimum (in a classical convex
functionδ = 0).

A globally convex function.

A70 “Ancestor Tree for Arbitrary Multi-terminal Cut Functions.” In A6, published in 1961, it was
shown that n-1 maximum flow computations are sufficient where the capacity of a cut is defined
to be the sum of capacities of all edges across the cut.  Here we can define the values of cuts arbi-
trarily and still obtain minimum cost cuts separating all paris of nodes with n-1 computations.
Reported in the books:

Handbook of Operation Research and Management Sciences, Vol. III, 1992; and
Network Flows, by Ahuja, Magnanti and Orlin, MIT Press, 1993.

A81 “Solution of the Discrete Plateau Problem.”  The classical plateau problem is to find the sur-
face of minimum area spanning a given curve in 3-D space.  The popular way to describe the
problem is to bend a wire in the shape of the curve and dip the wire into soap water and form a
soap bubble.   Surface tension causes the soap bubble to form the minimum area surface.  This
problem motivated the subject of differential geometry. The present paper states arestricted ver-
sion of the problem, a special case where the curve can be imbedded on the lateral surface of a
cylinder and the solution does not go beyond the space of the cylinder. In the discretized version,
we assume that the surface has a thickness r, then calculate the shape of the surface as r
approaches zero (but is bounded away from zero). This approach does not conform to the normal
mathematical model where the surface has zero thickness. The merit of this paper is to use a finite
approximation that is not based on finite differences, and to use the idea of max flow min cut. The
point of zero thickness is a point of debate. As the late Professor R. Courant mentioned in his cal-
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culus book, “Mathematical models are idealizations of the real world, we did not use thickness
because it is easy to handle.”

A88 “A New Class of Non-monotonic Threshold Accepting Methods.”  In the classical paper
describing Simulated Annealing, a method is suggested to find a global minimum which is not the
only local minimum. The present paper improves the classical method by changing the parameter
(corresponding to temperature) adaptively and takes into account the limited time available for
computing.

A90 “Optimum Alphabetic Binary Trees.”  Since the publication of A21 in 1971, the Hu-Tucker
algorithm remains the most efficient algorithm for constructing alphabetic binary trees for 25
years.  The present paper (1996) shows that almost all inputs can be solved in linear time.

Papers related to VLSI
The following are journal papers that appeared inIEEE Trans.:
IEEE Trans. on Computers (A73)
IEEE Trans. on Computer Aided Design (A75, A76, A83, A87, A89)
IEEE Trans. on Robotics and Automation (A80)
IEEE Trans. on VLSI (A84)
We shall describe only three papers: A82, A87 and A89.

A82 “Maximum Concurrent Flows and Minimum Cuts.”  The idea of maximum flow minimum
cut was used in circuit layout with some success. But the finished design usually turned out to be
unbalanced, i.e. the parts partitioned by the cut differ very much in size.  Thus, a new notion of
minimum cut, called aratio cut, is introduced.  The new notion has greatly increased the power
of circuit layout, and has become a standard term in the computer-aided design industry.

A87 “Prim-Dijkstra Trade-off for Improved Performance-driven Global Routing.”  The shortest
path algorithm of Dijkstra (1959) and Prim’s algorithm for the minimum spanning tree (1961) are
two classical algorithms reported in all books.  For example, the shortest path from the center
node to all other nodes is shown in Fig. a, and the minimum spanning tree is shown in Fig. b. The
present paper combines the two algorithms to get the configuration in Fig. c which is valuable in
applications.
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A89 “A Replication Cut for Two-way Partitioning.”  Network partitioning is crucial in chip
design. Nodes of the network represent electrical components and edges of the network represent
wires connecting the components. The design goal is to place components on different chips such
that inter-chip connections are minimized.  In the real world, electrical components can be repli-
cated and the same component can be put on two chips to minimize the inter-chip connection as
long as the input and output relationships between components are maintained. The present paper
finds the subset of nodes to be replicated so as to achieve the minimum inter-chip connection.

This paper was awarded thebest paper in 1997by IEEE Society of Circuits & Systems (selected
among papers published in the last three years).

BOOKS (written and edited)

A19 Integer Programming and Network Flows, published by Addison-Wesley, 1969 (translated
into German, 1972; Russian,  1974; Japanese, 1975.

A30 Mathematical Programming, Academic Press, 1973 (co-editor, S.M. Robinson).

A49 Combinatorial Algorithms, Addison-Wesley, 1982.

A58 VLSI Circuit Layout, IEEE Press, 1985 (co-editor, E.S. Kuh).
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T. C. HU

Career Summary

T. C. Hu received his B.S. in Engineering from the National Taiwan University in 1953, M.S. in
Engineering from the University of Illinois in 1956, and Ph.D. in Applied Mathematics from
Brown University in 1960.  From 1960 to 1966, he was with the IBM Research Center.  Dr. Hu
was appointed Associate Professor in the Dept. of Computer Science at the University of Wiscon-
sin in 1966, and Full Professor in 1968 (also permanent member of the Mathematics Research
Center). In 1974, Dr. Hu was appointed Professor (Step IV) in the Department of Applied Physics
and Information Science at the University of California, San Diego, and was promoted to Profes-
sor (Step VIII) in 1989.  His research contributions can be classified into six areas: (I) Network
Flows and Integer Programming; (II) Combinatorial Algorithms; (III) Math Computing; (IV)
VLSI Physical Design; (V) Operations Research; and (VI) Plasticity.

Unlike many computer scientists who concentrate their efforts on discovering new NP-complete
problems, trying to prove P≠ NP or establishing new theoretical models, Professor Hu’s efforts
have been concentrated on:

(1) inventing new algorithms that can solve well-known problems more efficiently than exist-
ing algorithms;

(2) unifying the central concepts of existing algorithms and extending cost functions; and

(3) discovering efficient algorithms with error bounds for NP-complete problems.

Examples of (1) would include his paper, A6, which introduced a data structure known as the

Gomory-Hu tree that reduce the problem complexity from ( 2
n ) to n-1, and other results summa-

rized below.

A19 The knapsack problem where the items are group elements and the capacity is also a group

element (reduced the complexity from O(2n) to O(n2).

A21 The algorithm for constructing optimum alphabetic binary trees (reduced the complexity

from O(n3) to O(n log n)).

A45 Optimal matrix chain multiplication (from O(n3) to O(n log n)).
A46

A90 The alphabetic binary tree (from O(n log n) to O(n) in almost all inputs).

Typical of (2) include A41 which extends the applicability of Huffman’s tree and the Hu-Tucker
tree to a wide class of cost functions, and A87 which combines the shortest paths and minimum
spanning tree algorithms.
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Results typical of (3) include A47 which presents a linear algorithm which has a max error of
15%.  A63 which solves a NP-complete problem within error bounds by a polynomial algorithm.

One striking feature of Professor Hu’s research is that many of his papers either: (a) is the first
paper on a new concept or problem; or (b) present an algorithm which remains the best for its
problem since its publication 10, 20 or 30 years ago.

Examples of (a) include:

A4 Is the first appear on parallel computation.

A32 Introduces the new concept of an R-separating set.

A50 Is the first paper on obtaining all minimum cuts without max flows.

A63 Formulates a new concept called graph folding which is a generalization of maximum
matching.

A66 Presents a new concept of global convex functions.

A80 Is the first paper on optimal robust paths.

A81 Solves a restricted version of the discrete plateau problem. (The restriction is that the sur-
face has a functional representation, and the surface has a thickness which approaches
zero.  This approach was so new that some mathematicians believed it was wrong to
model a soap bubble with a surface of a non-zero thickness.)

Examples of (b) include:

A6 The Gomory-Hu tree paper remains the most significant paper on multi-terminal flows
since its publication in 1961.

Prof. Hu’s paper A68 on the ancestor’s tree in 1991 (with C. K. Cheng) generalizes the cost func-
tion of A6 to arbitrary cost functions.  Many scientists have tried to improve on the Hu-Tucker
algorithm since it appeared in 1971.  Professor Hu’s paper A90 in 1996 showed almost all inputs
could be solved in linear time.

His first paper on VLSI physical design is A51 which invents an algorithm for reducing the area
of programmable logic array (still the best since 1983). It was followed by a book (co-edited with
E. Kuh) on VLSI circuit layout and a sequence of 20 or 30 papers including eight journal papers
that have appeared in various IEEE Transaction journals.

Prof. Hu was awarded the John von Neuman Professorship by the University of Bonn and the Ful-
bright Senior Scholarship in 1994-95.



3

More recently, his paper A89 won the best paper award on circuits and systems (among papers
published during the last three years) by the IEEE.

In recognition of his contributions to physical design, Prof. Hu was invited to give the keynote
address at the First International Symposium on Physical Design in April, 1997.

A word on the order of authors in his papers.  If the paper is of a theoretical nature without any
computer programming, the names are listed alphabetically following the tradition in mathemat-
ics.  If computer programming was necessary, then the student’s names appear first followed by
the professor’s names alphabetically.

Applications in VLSI brought in both NSF and MICRO research grants over the last eight years
(1997-98 grant is for $237,970, see supplements in annual reports).

The following are brief descriptions of his selected papers:

Before 1989

The three best known results are:

(i) A6. “Multi-terminal Network Flows.” J. of SIAM, 1961. It shows that any arbitrary network is
cut-equivalent to a tree, known as theGomory-Hu Tree. Thus we need to do only n-1 maximum

flow computations to find all( n
2 ) maximum flows in a network.  Reported in the books:

Flows in Networks, Ford and Fulkerson, Princeton Univ. Press, 1963.
Geometric Algorithms and Combinatorial Optimization, Grotschel, Lovasz and
Schrijver, Springer-Verlag, 1988.
Network Flows, Ahuja, Magnanti and Orlin, MIT Press, 1993.
Network Optimization, Balakrishnan, Chapmall & Hall, 1995.

(ii) A21. “Optimal Computer Search Trees and Variable-length Alphabetic Code,”J. of SIAM,
1971.  It gives a very novel algorithm for constructing optimum alphabetic binary codes in

O(n log n) time (an improvement over the O(n3) time bound established in 1960), known as the
Hu-Tucker algorithm .  It is still the most efficient algorithm today.  Reported inD.E. Knuth,
Vol. III, 1972.

(iii) A44, A45, A46, A47.  The order of multiplying a sequence of matrices M1 M2 ... Mn is
important; the optimum order is the one which minimizes the total number of multiplications.

This long standing problem has been discussed in many textbooks. It requires O(n3) time to find
the optimum order by the dynamic programming technique. Hu and Shing gave a new algorithm
which requires only O(n log n) time to find the optimum order. They also discovered a linear time
algorithm which has a maximum error of 15% the absolute minimum number of multiplications.
Reported in the books:

Fundamentals of Algorithmics, by Brassard and Bratley, Prentice Hall, 1996.
Introduction to  Algorithms, by Cormen, Leiserson and Rivest, MIT Press, 1990.
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Some lesser known results are:

A4 which is the first paper on parallel computation.  Known as Hu’s algorithm as reported in the
book,Synthesis and Optimization of Digital Circuits, by G. DeMicheli, McGraw Hill, 1994.

A8 which generalizes the Max Flow Min Cut Theorem of Ford and Fulkerson from one commod-
ity to two commodities.

A20 which shows how to solve the group minimization problem in integer programming in O(n2)
time instead of exponential time.

After 1989 (papers not related to VLSI)

A66 “Optimization of Globally Convex Functions.” Almost all classical analysis in optimization
assume that the function is convex, so that a local minimum is also a global minimum. There have
been some generalizations of the notion of convex function over the last 50 years.  But the glo-
bally convex function concept is so broad and yet keeps some of the nice properties of convex
functions, i.e., a local minimum in aδ-neighborhood is a global minimum (in a classical convex
functionδ = 0).

A globally convex function.

A70 “Ancestor Tree for Arbitrary Multi-terminal Cut Functions.” In A6, published in 1961, it was
shown that n-1 maximum flow computations are sufficient where the capacity of a cut is defined
to be the sum of capacities of all edges across the cut.  Here we can define the values of cuts arbi-
trarily and still obtain minimum cost cuts separating all paris of nodes with n-1 computations.
Reported in the books:

Handbook of Operation Research and Management Sciences, Vol. III, 1992; and
Network Flows, by Ahuja, Magnanti and Orlin, MIT Press, 1993.

A81 “Solution of the Discrete Plateau Problem.”  The classical plateau problem is to find the sur-
face of minimum area spanning a given curve in 3-D space.  The popular way to describe the
problem is to bend a wire in the shape of the curve and dip the wire into soap water and form a
soap bubble.   Surface tension causes the soap bubble to form the minimum area surface.  This
problem motivated the subject of differential geometry. The present paper states arestricted ver-
sion of the problem, a special case where the curve can be imbedded on the lateral surface of a
cylinder and the solution does not go beyond the space of the cylinder. In the discretized version,
we assume that the surface has a thickness r, then calculate the shape of the surface as r
approaches zero (but is bounded away from zero). This approach does not conform to the normal
mathematical model where the surface has zero thickness. The merit of this paper is to use a finite
approximation that is not based on finite differences, and to use the idea of max flow min cut. The
point of zero thickness is a point of debate. As the late Professor R. Courant mentioned in his cal-
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culus book, “Mathematical models are idealizations of the real world, we did not use thickness
because it is easy to handle.”

A88 “A New Class of Non-monotonic Threshold Accepting Methods.”  In the classical paper
describing Simulated Annealing, a method is suggested to find a global minimum which is not the
only local minimum. The present paper improves the classical method by changing the parameter
(corresponding to temperature) adaptively and takes into account the limited time available for
computing.

A90 “Optimum Alphabetic Binary Trees.”  Since the publication of A21 in 1971, the Hu-Tucker
algorithm remains the most efficient algorithm for constructing alphabetic binary trees for 25
years.  The present paper (1996) shows that almost all inputs can be solved in linear time.

Papers related to VLSI
The following are journal papers that appeared inIEEE Trans.:
IEEE Trans. on Computers (A73)
IEEE Trans. on Computer Aided Design (A75, A76, A83, A87, A89)
IEEE Trans. on Robotics and Automation (A80)
IEEE Trans. on VLSI (A84)
We shall describe only three papers: A82, A87 and A89.

A82 “Maximum Concurrent Flows and Minimum Cuts.”  The idea of maximum flow minimum
cut was used in circuit layout with some success. But the finished design usually turned out to be
unbalanced, i.e. the parts partitioned by the cut differ very much in size.  Thus, a new notion of
minimum cut, called aratio cut, is introduced.  The new notion has greatly increased the power
of circuit layout, and has become a standard term in the computer-aided design industry.

A87 “Prim-Dijkstra Trade-off for Improved Performance-driven Global Routing.”  The shortest
path algorithm of Dijkstra (1959) and Prim’s algorithm for the minimum spanning tree (1961) are
two classical algorithms reported in all books.  For example, the shortest path from the center
node to all other nodes is shown in Fig. a, and the minimum spanning tree is shown in Fig. b. The
present paper combines the two algorithms to get the configuration in Fig. c which is valuable in
applications.
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A89 “A Replication Cut for Two-way Partitioning.”  Network partitioning is crucial in chip
design. Nodes of the network represent electrical components and edges of the network represent
wires connecting the components. The design goal is to place components on different chips such
that inter-chip connections are minimized.  In the real world, electrical components can be repli-
cated and the same component can be put on two chips to minimize the inter-chip connection as
long as the input and output relationships between components are maintained. The present paper
finds the subset of nodes to be replicated so as to achieve the minimum inter-chip connection.

This paper was awarded thebest paper in 1997by IEEE Society of Circuits & Systems (selected
among papers published in the last three years).

BOOKS (written and edited)

A19 Integer Programming and Network Flows, published by Addison-Wesley, 1969 (translated
into German, 1972; Russian,  1974; Japanese, 1975.

A30 Mathematical Programming, Academic Press, 1973 (co-editor, S.M. Robinson).

A49 Combinatorial Algorithms, Addison-Wesley, 1982.

A58 VLSI Circuit Layout, IEEE Press, 1985 (co-editor, E.S. Kuh).


